Probability
Distributions



Random Variable

- Random variable

- Outcomes of an experiment
expressed numerically

- e.g.: Throw a die twice; Count the
number of times the number 6

appears (0, 1 or 2 times) a



Discrete Random Variable

» It is one which can vary only by finite
"jumps” and cant manifest every
conceivable fractional value.

&
» Ex: No. of children in a family, ())
No.of phone calls,
Toss a coin five times;
Count the No. of tails
(0,1,2,3,4,0orb times)




Discrete Random Variable with a Finite Number of
Values

A discrete random variable may assume either a
finite number of values or an infinite sequence of
values.

Let x = number of TVs sold at the store in one day,
where x can take on 5 values (0, 1, 2, 3, 4)

We can count the TVs sold, and there is a finite
upper limit on the number that might be sold (which
is the number of TVs in stock).



Discrete Random Variable with an Infinite
Sequence of Values

Let x = number of customers arriving in one day,
where x can take on the values 0, 1, 2, . . .

We can count the customers arriving, but there is
no finite upper limit on the number that might arrive.



Continuous Random Variable

* A continuous random variable may assume any
numerical value in an interval or collection of intervals.

Example: Height, Weight



Random Variables

Question “ Random Variable x N Type
Family x = Number of dependents Discrete
size reported on tax return
Distance from | x = Distance in miles from Continuous
home to store home to the store site
Own dog x =1 if own no pet; Discrete

or cat = 2 if own dog(s) only;

= 3 if own cat(s) only;
=4 if own dog(s) and cat(s)




Discrete Probability Distributions

The probability distribution for a random variable
describes how probabilities are distributed over
the values of the random variable.

‘ We can describe a discrete probability distribution
with a table, graph, or formula.



Discrete Probability Distributions

7

Two types of discrete probability distributions will
be introduced.

First type: uses the rules of assigning probabilities
to experimental outcomes to determine probabilities
for each value of the random variable.

Second type: uses a special mathematical formula
to compute the probabilities for each value of the
random variable.



Discrete Probability Distributions

The probability distribution is defined by a
~| probability function, denoted by f(x), that provides
the probability for each value of the random variable.

The required conditions for a discrete probability
function are:

fx)20
f(x) = 1




Discrete Probability Distributions

There are three methods for assign probabilities to
random variables: the classical method, the subjective
method, and the relative frequency method.

The use of the relative frequency method to develop
discrete probability distributions leads to what is
called an empirical discrete distribution.




Discrete Probability Distributions

0 Example: JSL Appliances

7
7

> Using past data on TV sales, ...
° a tabular representation of the probability

distribution for TV sales was developed.

Units Sold
0

> O N =

Number

of Days
80
50
40
10
20

200

B W N = OIR

fx)
40
25
20
05

.10

1.00

'80/200



Discrete Probability Distributions

- Graphical
0 Example: JSL Appliances - representation
of probability
_ distribution
S0
2
g 40+
8 30+
g cg 20+
10 + l

0 1 2 3 4
Values of Random Variable x (TV sales)



Discrete Probability Distributions

In addition to tables and graphs, a formula that
gives the probability function, f(x), for every value
of x is often used to describe the probability
distributions.

Several discrete probability distributions specified
by formulas are the discrete-uniform, binomial,
Poisson, and hypergeometric distributions.




Discrete Uniform Probability Distribution

The discrete uniform probability distribution is the
~ | simplest example of a discrete probability
distribution given by a formula.

The discrete uniform probability function is

- ! the values of the
‘f(x) 1/n "1 random variable

are equally likel
where: ~ ey Y

n = the number of values the random
variable may assume



Expected Value

The expected value, or mean, of a random variable
is a measure of its central location.

E(x) = u = Zxf(x)

The expected value is a weighted average of the
values the random variable may assume. The
weights are the probabilities.

The expected value does not have to be a value the
random variable can assume.



Variance and Standard Deviation

The variance summarizes the variability in the
values of a random variable.

‘ Var(x) = 62 = Z(x - p)*f(x)

The variance is a weighted average of the squared
deviations of a random variable from its mean.
The weights are the probabilities.

The standard deviation, o, is defined as the
positive square root of the variance.



Expected Value

0 Example: J[SL Appliances

x fx) xflx)
0 40 00
1 25 25
o2 20 40
3 05 15
4 10 40

E(x)=1.20

expected number of
. TVs sold in a day



Variance

0 Example: JSL Appliances

Standard deviation of daily sales =1.2884 TVs

Variance of daily sales =02=1.660

e xR
0 -1.2 144 40 276
1 -0.2 004 25 010
s 2 0.8 064 .20 128
3 18 324 05 162
4 28 78 10 784 TVs
— —  squared



Bivariate Distributions

A probability distribution involving two random
variables is called a bivariate probability distribution.

Each outcome of a bivariate experiment consists of
two values, one for each random variable.

| Example: rolling a pair of dice

When dealing with bivariate probability distributions,
we are often interested in the relationship between
the random variables.




A Bivariate Discrete Probability Distribution

7

A company asked 200 of its employees how they
rated their benefit package and job satisfaction. The

crosstabulation below shows the ratings data.

Benefits Jop Satisfaction (y)

Package (x) 1 2 3 Total
1 28 26 4 58
2 22 42 34 98
3 2 10 32 44

Total 52 78 70 200
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The bivariate empirical discrete probabilities for
benefits rating and job satisfaction are shown below.

Benefits Jop Satisfaction (y)

Package (x) 1 2 3 Total
1 14 13 .02 29
2 11 21 17 49
3 .01 .05 .16 22

Total .26 39 35 1.00




A Bivariate Discrete Probability Distribution

0 Expected Value and Variance for Benefits Package, x

fx)  xFOx) ,:Z(—X : E(—[f( 52 o= ECOVAC0

1<

1 0.29 0.29 -0.93 0.8649 0.250821

- 2 0.49 0.98 0.07 0.0049 0.002401

3 0.22 0.66 1.0/ 1.1449 0.251878

E(x) = 1.93 Var(x) = 0.505100



A Bivariate Discrete Probability Distribution

0 Expected Value and Variance for Job Satisfaction, y

Y - (y- _ 2

1 0.26 0.26 -1.09 1.1881 0.308906

2 0.39 0.78 -0.09 0.0081 0.003159

3 0.35 1.05 0.91 0.8281 0.289835

E(y) = 2.09 Var(y) = 0.601900



Discrete Probability
Distributions

Binomial Poisson




Binomial Distribution- Assumptions

"n" Identical & finite trials

- e.g.: 15 tosses of a coin; 10 light bulbs taken from a
warehouse

Two mutually exclusive outcomes on each
trial

- e.g.: Heads or tails in each toss of a coin; defective or
not defective light bulb

Trials are independent of each other

- The outcome of one trial does not affect the outcome of
the other.

Constant probability for each trial

- e.g.: Probability of getting a tail is the same each time a
coin is tossed



Binomial Distribution

» A random variable X is said to follow
Binomial distribution if it assumes only
non negative values and its function is
given by

P, (x)=

» x: No. of "successes" in a sample,
x=0,12..n.

* n: Number of trials.
- p: probability of each success.
* q: probability of each failure (g=1-p)

‘Notation: X ~ B (n, p).

px(l— p)n—x

xl(n - X!



- Probability of a particular
sequence of trial outcomes
~ with x successes in n trials |

Number of experimental
outcomes providing exactly
. x successes in n trials




Binomial Probability Distribution

0 Example: Evans Electronics

7

Evans Electronics is concerned about a low
retention rate for its employees. In recent years,
management has seen a turnover of 10% of the
hourly employees annually.

Thus, for any hourly employee chosen at random,
management estimates a probability of 0.1 that the
person will not be with the company next year.

Choosing 3 hourly employees at random, what is
the probability that 1 of them will leave the company
this year?



Binomial Probability Distribution

0 Example: Evans Electronics
» The probability of the first employee leaving and the
second and third employees staying, denoted (S, F, F),
is given by
p(L=-p)(L-p)

» With a .10 probability of an employee leaving on any
one trial, the probability of an employee leaving on
the first trial and not on the second and third trials is
given by

(.10)(.90)(.90) = (.10)(.90)* = .081



Binomial Probability Distribution

0 Example: Evans Electronics

~ Two other experimental outcomes also result in one
success and two failures. The probabilities for all

three experimental outcomes involving one success
follow.

~  Experimental Probability of

Outcome Experimental Outcome

(S, F, F) p(1-p)(1 -p)=(1)(9)(9) = .081
(F, S, F) (1-pp1-p)=(9)(1)(.9) =.081
(F, F, S) 1-p)A-p)p=(9)(9)(1)=.081

Total = .243



Binomial Probability Distribution

0 Example: Evans Electronics

Using the
Let: p=.10, n=3, x=1 probability
- function
\ n: % ¢ (st “
) = = (L= )
o T n=x)

) |

e Wi p il AN N/ - - ~ A

j(l): ( !)|l(7),) :;,(_Iu ol)= 243




Binomial Probability Distribution

A . - , Using a tree diagram
0 Exarnple: Evans Electronics

el .

: 1st Worker : 2nd Worker : 3rd Worker : X Prob.

I | L) 1 3 0010

: : Leaves (1) g¢—— :

| | __— | S(.9) 2 0090

| Leaves | |

() | 2 .00%

: S|

| | | 1 (1 0810

, : :L(l)sw) | L) @

: : Leaves (.1) : 2 0090

| Stays\ (1 __— | S(.9) (1) (0810
— (1 0810

: : Stays (.9) — : \) \)

| ! 0 7290



Binomial Probabilities and Cumulative Probabilities

probabilities and cumulative probabilities for a

Statisticians have developed tables that give
binomial random variable.

These tables can be found in some statistics
‘ textbooks.

statistical software packages, such tables are

With modern calculators and the capability of
almost unnecessary.



Binomial Probability Distribution

0 Using Tables of Binomial Probabilities

@ 0 .8574 \7290 .6141 5120 4219 3430 2746 2160 .1664 .1250
1354

(2430)3251 3840 4219 4410 4436 4320 4084 3750
20071 0270 0574 0960 1406 .1890 2389 2880 .3341 3750
3 .0001 .0010 .0034 0080 .0156 .0270 .0429 0640 0911 1250




Binomial
Distribution Characteristics

* Mean

- Variance and

y.:E(X):np

standard deviation-
o’ =np(1l-p)

o z\/np(l— P)

= az\/np(l p) \/5 =.6708




Binomial Probability Distribution

0 Example: Evans Electronics

» © Expected Value

E(x) =np =3(.1) =@ employees out of 3

» 2 Variance
Var(x) = np(1 - p) =3(1)(9) = 27( )

~ 2 Standard Deviation

o =3(.1)(.9) :@ employees




Example

* The experiment: Randomly draw red ball with

replacement from an urn containing 10 red balls
and 20 black balls.

* Use S to denote the outcome of drawing a red
ball and F to denote the outcome of a black ball.

* Then this is a binomial experiment with p =1/3.

* Q: Would it still be a binomial experiment if the
balls were drawn without replacement?



Practice Questions

e Consider a binomial experiment with
n=10 and p=.10

e Compute f(0), f(1), f(2).
e Compute P(x<2)

e Compute P(x=1)

e Compute E(x)

e Compute Var(x) and s.d




Questions for practice

- Ten coins are thrown simultaneously. Find the
probability of getting at least seven heads.

+ A & B play a game in which their chances of winning are
in the ratio 3:2. find A's chance of winning at least 3
games out of the 5 games played.

* Mr. Gupta applies for a personal loan of Rs 150,000
from a nationalized bank to repair his house. The loan
of fer informed him that over the years bank has
received about 2920 loan applications per year and that
the prob. Of approval was on average, about 0.85. Mr.
Gupta wants to know the average and standard
deviation of the number of loans approved per year.



The incidence of a certain disease in
such that on the average 20% of workers
suffer from it. If 10 workers are
Sﬁlec’red at random, find the probability
that

1. Exactly 2 workers suffer from the

2.

disease.

Not more than 2 workers suffer from
the disease.

Bring out the fallacy, if any

The mean of a binomial distribution is 15
and its standard deviation is b.

Find the binomial distribution whose
mean is 6 and variance is 4.



* The probability that an evening college student
will be graduate is 0.4.Determine the probability
that out of 5 students

* None will be graduate.
* One will be graduate.
* At least one will be graduate.

» Multiple choice test consists of 8 questions and
three answers to each question (of which only
one is correct). A student answers each question
by rolling a balanced die and marking the first
answer if he gets 1 or 2, the second answer if he
gets 3 or 4 and the third answer if he gets 5 or
6. To get a distinction, student must secure at
least 75% correct answers.If there is no
negative marking, what is the probability that
student secures a distinction?



When a new machine is functioning properly, only
3% of the items produced are defective. Assume
that we will randomly select two parts produced
on the machine and that we are interested in the
number of defective parts found.

a. Describe the conditions under which this
situation would be a binomial experiment.

b. Draw a tree diagram showing this problem as
a two-trial experiment.

c. How many experimental outcomes result in
exactly one defect being found?

d. Compute the probabilities associated with
finding no defects, exactly one defect, and two

defects.



36. a. Probability of a defective part being produced must be .03 for each part selected; parts must be
selected independently.

b, Let: D = defective
& = not defective

Expenimenta Number
1st part 2nd part Outcome Defective
D.D) 2
D.G) 1
(G.D) 1
(G, G) 0

c. 2 outcomes result in exactly one defect.
d.  Pino defects) = (97)(.97) = 9409
P (1 defect) = 2(.03)(.97) = 0582

P (2 defects) = (.03) (.03) = 0009



A Harris Interactive survey for InterContinental
Hotels & Resorts asked respondents, "When traveling
internationally, do you generally venture out on your
own to experience culture, or stick with your tour
group and itineraries?” The survey found that 23% of
the respondents stick with their tour group (USA
Today, January 21, 2004).

* a. Inasample of six international travelers, what is
the probability that two will stick with their tour
group?

b. In a sample of six international travelers, what is
the probability that at least two will stick with their
tour group?

» ¢. Inasample of 10 international travelers, what is
the probability that none will stick with the tour
group?



B o

~

o
X 01 D2 D3 Rt 0s Db
0 SBOL SoDs G309 O216 SO2S BEZS
1 OI98 Oxa2 0382 O76% OS50 AT28
2 000 O00a OO DOIS 0DG2S O03s
(8] 703 312 27 ssa7 R574 K306
1 0294 O87S& R8T 1500 13Asa 1590
2 D03 H012 026 Oae 0071 Rl Lond
3 D00 DO0) 002
] Hé0s 223 SE53 - BAG3 Bi4s TEO7
1 OXRS ATSA NOes 4e ATLS 1993
2 SO0 HO23 JOsa Oss 0138 DI
: VOn1 DOG2 OGS GOOS
o B510 L3 SSET K158 TI38 7339
1 DIED OS2 -E28 L E90 2036 23322
2 010 S s 2 D142 nrta 299
3 A0 A0 3 AXN0S A1 00
B OO0
s
L] s ABEN S330 F828 T3S ]
1 571 JORS 15344 1as7 2321 2ea2
p | DOrs OSS 0120 Q203 0308 0822
3 OO0 LODOS A0 o021 LO03s
K L0001 002
S
()
o S3Xt Rex1 SOE0 7513 e LHISS
| LSS AZ30 AT 2192 2873 2BST
2 OG0 0TS OIa2 0274 0408 OSSS
2 O0O03 0008 OOl D03s DOSH
El OO0 ) 002 OO0
S
&
4
O 227 NSO8 TEAT 7214 AHEIA SO
1 D736 1359 03 2405 2793 3113
2 HO26 DO 0210 L3S O51S DSOS
3 OO0 D004 0013 029 Oase DOsS
A OO OG22 AO0DDS ADOOT
~
o
7
=




Binomial Distribution-
Different situations

Random experiments and random variable

Flip a coin 10 times. Let X' = number of heads obtained.

A worn machine tool produces 1% defective parts. Let X = number of defective parts

In the next 23 parts produced.

Each sample of air has a 10% chance of containing a particular rare molecule. Let
X = the number of air samples that contain the rare molecule in the next 18 samples
analyzed.

Of all bits transmitted through a digital transmission channel, 10% are received in
error. Let X' = the number of bits in error in the next five bits transmitted.



Situations Contd..

Random experiments and random variables

. Amultiple chotce test contans 10 quc" ns. {:*mh with four chotces, and you guess

at cach question. Let A = the number of questions answered correctly,

0, In the next 20 births at & hospital, et X = the number of female births

1. Of all patients suffering a particular
narticular medication. In the next 100

Iness, 33% experience improvement from

natients administered the medication, let X =

the number of patients who experience mprovement



Poisson
Distribution



Poisson Probability Distribution

A Poisson distributed random variable is often
useful in estimating the number of occurrences
over a specified interval of time or space

It is a discrete random variable that may assume
an infinite sequence of values (x=0,1,2,...).




Poisson Probability Distribution

Examples of Poisson distributed random variables:

the number of leaks in 100 miles of pipeline

the number of vehicles arriving at a toll
booth in one hour

- Bell Labs used the Poisson distribution to model
| the arrival of phone calls.



Poisson Probability Distribution

0 Two Properties of a Poisson Experiment

1. The probability of an occurrence is the same
for any two intervals of equal length.

2. The occurrence or nonoccurrence in any
interval is independent of the occurrence or
nonoccurrence in any other interval.



Poisson Probability Distribution

e Poisson Probability Function
pe”
X!

F(x) =

where;
x = the number of occurrences in an interval
f(x) = the probability of x occurrences in an interval

4 = mean number of occurrences in an interval
e=2.71828
xl=x(x-1)(x-2)...(2)1)



Poisson Probability Distribution

Poisson Probability Function

Since there is no stated upper limit for the number
of occurrences, the probability function f(x) is
applicable for values x =0, 1, 2, ... without limit.

In practical applications, x will eventually become
large enough so that f(x) is approximately zero
and the probability of any larger values of x
becomes negligible.




Poisson Probability Distribution

0 Example: Mercy Hospital

Patients arrive at the emergency room of Mercy
Hospital at the average rate of 6 per hour on
weekend evenings.

What is the probability of 4 arrivals in 30 minutes
on a weekend evening?



Poisson Probability Distribution

. Using the
0 Example: Mercy Hospital probability

- function

u=6/hour = 3/half-hour, x =4

‘—‘r e e =5
S55(2.71828)~
|




Poisson Probability Distribution

Example: Mercy Hospital

bo.zo |
= 015 Actually,

> § the sequence
© 0.10 continues:
- 11,12,13 ...

O
)
g

\ 4




Poisson Probability Distribution

A property of the Poisson distribution is that
the mean and variance are equal.

u=oc?

Variance for Number of Arrivals During 30-
Minute Periods




Poisson Distribution
Characteristics

* Mean

- Variance & Standard deviation

o’ =1 sz/z



Example

Arrivals at a bus-stop follow a
Poisson distribution with an
average of 4.5 every quarter of
an hour.

(assume a maximum of 20
arrivals in a quarter of an hour)
and calculate the probability of
fewer than 3 arrivals in a
quarter of an hour.


http://images.google.co.uk/imgres?imgurl=http://www.nataliedee.com/painting-busstop.jpg&imgrefurl=http://www.nataliedee.com/newpaintings.php&h=687&w=364&sz=31&tbnid=dac4lfht2FwJ:&tbnh=136&tbnw=72&start=2&prev=/images%3Fq%3Dbusstop%26hl%3Den%26lr%3D

The probabilities of O up to 2 arrivals can
be calculated directly from the formula

_/’L X
e A with A =4.5

X!

pe =

5(0) = 94'2)?-5 So p(0) = 0.01111




Similarly p(1)=0.0611 and p(2)=0.2381

So the probability of fewer than 3 arrivals is
0.01111+ 0.0611 + 0.2381 =0.31031
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Questions for practice

» Suppose on an average 1 house in 1000 in a
certain district has a fire during a year.If
there are 2000 houses in that district what is
the probability that exactly 5 houses will have
a fire during the year?

+ If 3% of the electric bulbs manufactured by
a company are defective, find the probability
that in a sample of 100 bulbs

a) 0 b) 5 bulbs c) more than 5
d) between 1 and 3
e) less than or equal to 2 bulbs are defective



Comment on the following for a Poisson
distribution with Mean = 3 and s.D = 2

In a Poisson distribution if p(2)= 2/3 p(1).
Find

1) mean ii) standard deviation

iii)P(3) iv)  p(x > 3)

A car hire firm has two cars, which it hires
out day by day.The number of demands for a
car on each day is distributed as a Poisson
distribution with mean 1.5. Calculate the
proportion of days on which

i) Neither car is used.

i) Some demand is refused.



Phone calls arrive at the rate of 48 per hour at the
reservation desk for Regional Airways.

a. Compute the probability of receiving three calls in a
5-minute interval of time.

b. Compute the probability of receiving exactly 10 calls
iIn 15 minutes.

C. Suppose no calls are currently on hold. If the agent
takes 5 minutes to complete the current call, how
many callers do you expect to be waiting by that
time? What is the probability that none will be
waiting?

d. If no calls are currently being processed, what is the
probability that the agent can take 3 minutes for
personal time without being interrupted by a call?




6. 2. p=48(5060) = 4

_4e (6 (s

3! b

= 1032

fi)

b u=48(15/60) = 12

Fao) =12 € = joug
0!

c. u=48(3/60) = 4 Iexpectd callers to be waiting after 5 minutes.

[ T §

€ = 0183
0!

fo =4

The probability none will be waiting after 3 minutes 1z 0183

d. u=43(3/60) = 2.

_ e
O = == = o

The probability of no interruptions in 3 minutes 13 0907



Airline passengers arrive randomly and
independently at the passenger-screening
facility at a major international airport. The
mean arrival rate is 10 passengers per
minute.

a. Compute the probability of no arrivals in a
one-minute period.

b. Compute the probability that three or
fewer passengers arrive in a one-minute
period.

c. Compute the probability of no arrivals in a
15-second period.

d. Compute the probability of at least one
arrival in a 15-second period.




Poisson type Situations

- Number of deaths from a disease.

* No. of suicides reported in a city.

* No. of printing mistakes at each page of a
book.

» Emission of radioactive particles.

* No. of telephone calls per minute at a small
business.

* No. of paint spots per new automobile.

- No. of arrivals at a toll booth

* No. of flaws per bolt of cloth
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